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Abstract. Teleoperation of robotic tasks is usually performed in the
Cartesian space due to the kinematic differences between the master
and the slave. This entails several requirements, like the definition of
a proper mapping between workspaces, the need to avoid collisions of
the teleoperated robot with the environment, and the use of the inverse
kinematics and of a procedure to correctly manage the passing through
singularities. Within a bilateral teleoperation framework to teleoperate
an industrial robot with a desktop haptic device, the present work pro-
poses a guiding system based on path planning techniques to cope with
these issues. The proposed system also includes a reactive behavior to
cope with the potential collisions with obstacles. Teleoperation tests on
virtual and real scenarios are included to validate the approach.

Keywords: Teleoperation, motion planning, guidance system, haptic
devices

1 Introduction

Teleoperation has evolved in many aspects since its beginning in the late 40s [1],
for instance, by developing robust control algorithms to cope with communica-
tion channels with variable time delays, such as the internet, allowing to broaden
the teleoperation coverage, or by using force feedback devices to set out bilat-
eral teleoperation frameworks, allowing to enlarge the kind of tasks that can be
teleoperated. Haptic devices are force feedback devices widely used as the mas-
ter part in teleoperation frameworks. Using these devices, teleoperation tasks
are performed at Cartesian level, avoiding incompatibilities with the slave robot
from the kinematic point of view. However, this entails some problems that need
to be correctly handled, and that have often been overlooked.

The first problem is related to the fact that the workspace of the robot
and that of the haptic device have quite different sizes, being the haptic device
workspace much smaller than that of the robot. A proper mapping between
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workspaces is required, and several approaches have been proposed so far, like
simple scale factors, drift control [2] or resynchronization [3].

The second problem is due to the need to move the robot avoiding colli-
sions with obstacles, which is difficult and non-intuitive because the robot is
commanded in Cartesian space. When the task the user wants to teleoperate is
known, path planning techniques can be used to guide him/her along a collision-
free path, both visually and haptically.

The third problem arises when the robot is steered along paths that in-
clude some configuration changes (e.g. from elbow-up to elbow-down). Some
teleoperation papers overlook this problem, others try to eliminate or minimize
it by taking advantage of redundancy to assure large convex workspaces for
singularity-free operation [4]. This problem can, however, be easily solved if a
path is available and can be haptically suggested to the user. In this case, near
configurations changes, the haptic suggestion can be strengthened, forcing the
robot to cross the singularity in the desired way, i.e. as specified by the path.
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Fig. 1: Four snapshots of a task where where the arm configuration changes from
elbow-down (qs) to elbow-up (qg).

Within a bilateral teleoperation framework to teleoperate an industrial robot
with a desktop haptic device, the present work is focused on the proposal of a
guiding system based on path planning techniques to cope with the above stated
problems.

1.1 Related works

The performance of teleoperation tasks can be significatively improved if some
aids are provided to the operator. Several proposals in this line have already been
published in the literature since the early nineties. A comprehensive overview of
visual aids and cues to assist teleoperated tasks can be found in [5], which in-
cludes automatic end-effector tracking, computer assisted camera/lighting place-
ment or the use of screen coordinates to solve the stimulus-response mismatch
problem. The overview also presents display enhancements (later known as aug-
mented reality) used: a) to highlight non-reachable or dangerous areas, or ob-
stacles where an imminent collision can occur; b) to give visual cues to improve
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the orientation and positioning of the end effector; c) to present depth cues like
virtual views and perspective grids. More recently, stereoscopic visual feedback
systems that combine images gathered from two remotely actuated video cam-
eras have been proposed to improve depth perception [6]. In order to improve
the performance in complex scenarios with obstacles (although constrained to
three dof robots), some approaches also proposed to use not only the view of the
workspace but also that of the configuration space, where the user manipulates
a single point, overcoming some usual human spatial reasoning deficiencies [7].

Besides the visual aids proposed, other aids based on force feedback greatly
help to enhance the teleoperation performance, provided that the local site is
controlled with a haptic device. Virtual fixtures, for instance, are used to restrain
the user motions within a given region or within a subspace of lower dimension,
thus allowing him/her to concentrate on the commanding of the motions relevant
to the task, resulting in faster and more precise task executions and with lesser
operator workloads. Some predefined virtual fixtures can be defined for given
actions like approaching motions, or insert or extract operations, as introduced
in [8]. Also, virtual fixtures can be specified by geometric constraint solvers, that
find a subspace of lower dimension as a parameterized manifold that satisfies a
constraints set, that is easily defined by the user from the knowledge of the task
to be executed [9].

Force feedback is also used: a) to avoid obstacles, i.e. a force field propor-
tional to the proximity between the obstacles and the end-effector is generated
to repel the approaching motions to the obstacles, e.g. by using a map of the
environment [10] or an easy recognition of obstacles by means of predefined mark-
ers [11]; b) to avoid singularities, i.e. a force field proportional to the proximity
of a singularity and to the magnitude and direction of the velocity command is
generated to drive the user into the feasible direction defined by the manipulator
Jacobian [12]; c) to avoid large contact forces in tasks where there is physical
interaction, like assembly tasks, i.e. contact forces computed from a model of
the task can be fed back to make the user react on time and avoid huge actual
forces on the remote site [13].

Forces have also been used to guide the user motions towards a specific goal,
in order to obtain an easier and faster task commanding. The approach in [14]
proposes a simple way to guide the operator position during a teleoperated grasp-
ing task, by using an attractive potential field obtained from visual information,
and the approach in [15] generates an attractive force from the position and
orientation errors between the current configuration of the robot griper and the
desired one. Other path planning techniques have been used to consider also
the avoidance of obstacles, in order to generate forces to constrain the operator
along a collision-free path towards a goal configuration, either for commanding
2 dof motions of a mobile robot [16], or the motions of an object being manip-
ulated in 2 or 3 dof of translation [17] (i.e. without considering the kinematics
and the geometry of the robot that manipulates the object), or in virtual 6 dof

assembly/disassembly tasks [18].



4

A combination of several of the above mentioned aids are considered in the
bilateral teleoperation framework proposed in [19]. However, no approaches in-
clude, at the authors’ knowledge, with guiding aids to teleoperate robot manip-
ulators.

1.2 Scope, problem statement and solution overview

Excluding those teleoperated tasks with an exploratory aim carried out in un-
known environments, many others are performed in known environments, al-
though this knowledge may be incomplete and/or subject to uncertainty, rea-
son that justifies the need for teleoperation. This knowledge of the task and of
the environment (that can be updated as new information is acquired) can be
used to support the operator with different aids. It can, for instance, be used
by path planning techniques to suggest collision-free paths, as already found in
early works of supervisory teleoperation control [20], where the system suggested
paths, graphically shown to the user, to avoid collisions with obstacles and also
to avoid traversing visually occluded zones by defining them as virtual obstacles.
Others approaches, as reviewed in the previous subsection, used path planning
techniques to generate forces to attract the motion towards the goal while avoid-
ing collisions of the manipulated object with the environment. We are interested
in extending these methods to take also into account potential collisions of the
whole robot with the environment, in order to alleviate the operator burden and
let him/her concentrate on the task. The proposal is to be framed within a bilat-
eral teleoperation framework to teleoperate an industrial robot with a desktop
haptic device.

The use of a desktop haptic device to feed back force to guide the user
poses some questions. The human perception of force and torque information is
highly integrated, and humans cannot neatly perceive them in a separate way.
To evaluate this, a recent work made a thorough study to determine whether
force and torque cues interact in haptic discrimination of force, torque and stiff-
ness [21]. These authors found a significant interference across force and torque
dimensions, and their experiments proved that they cannot be processed sepa-
rately. Moreover, the usefulness of torque feedback in haptic manipulation tasks
is highly dependant on the task, and for simple tasks it has been demonstrated
that force feedback alone approximates the performance obtained with force
and torque feedback, thus justifying the popularity of desktop haptic devices
that have 6 positioning degrees of freedom but only 3 in force feedback [22]. To
evaluate the use of forces to haptically guide the user in teleoperation tasks, we
have studied the response of several users when being randomly stimulated by
either forces, torques or combinations of both, using a Phantom haptic device
with force and torque feedback. Except for the torque around the axis of the
stylus, users tended to mistake torques by forces. Taking all this into account, in
the present proposal we have decided that no force and torque are to be simulta-
neously feed back to the user as a guide, because it is very difficult for the users
to understand the suggestions felt, and often respond to torques with transla-
tions instead of rotations. They can, however, be separately fed back because if
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users have the chance to select which kind of feedback to receive, either forces
or torques, they are prepared to respond accordingly.

Then, the problem to be solved is the implementation of aids to haptically
guide an operator in the commanding of a teleoperated task, within a bilateral
teleoperation framework involving an industrial robot and a desktop haptic de-
vice. The task and the environment are assumed known (although maybe incom-
plete and subject to uncertainty), and the forces and torques will be feed back
separately, as required by the user. Four aids are proposed, which give the tele-
operator framework the following features: a) assisted re-synchronization: the
mapping is based on the re-synchronization method and during the clutching
the system haptically guides the user towards the best configuration to relocate
the haptic device; b) collision-free guidance: a sampling-based planner is used
in Configuration Space to plan a collision-free path that, through the direct
kinematics and the workspace mapping, is used to generate forces to suggest the
user the motions required to teleoperate the task; c) robust guidance: the control
module guarantees that the solution path is exactly followed at the configura-
tion changes, guaranteeing a safe singularity crossing; d) reactive behavior: the
damping values of the control algorithm at the remote site are increased when
potential collisions with either fixed or mobile obstacles may occur, slowing down
the teleoperation and preventing collisions.

The paper is organized as follows. After this introduction, Section 2 sketches
the assisted bilateral teleoperation framework proposed and Section 3 describes
in detail the haptic aids. The theoretical contribution is complemented with
performance evaluation in Section 4. Finally, Section 5 summarizes and concludes
the proposal.

2 Teleoperation framework

The bilateral teleoperation framework used is composed of the local site, the
remote site and the communication layer, as shown in Fig. 2. The basic blocs,
drawn in blue, comprise at the local site the haptic device management (HDM)
and the local control system (LCS), and at the remote site the robot (Rob)
and the remote control system (RCS). The bilateral control scheme and the
workspace mapping between the haptic device and the robot are briefly intro-
duced in Sections 2.1 and 2.2, respectively. The aids proposed as assistance
correspond to the blocs drawn in red and comprise the resynchronization and
path following guiding aids at the local site and the reactive behaviour at the
remote site. The assisted teleoperation procedure is sketched in Section 2.3, and
the aids used are fully detailed in Section 3.

2.1 Control

The blue signals between blocs in Fig. 2 define the basic control loop, based on
the impedance strategy, that uses the position input to provide force feedback.
The controller is a P+d (proportional plus damping) that was proved to be stable
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Fig. 2: General scheme of the teleoperation framework and its information flow.

and robust in front of time delays [24]. Moreover, this controller was proven to
provide stiff force reflections of the remote environment, and for small time-
delays a better transparency than other alternatives. For these advantages, this
control scheme has been chosen in the present work.

2.2 Workspace mapping

The teleoperation framework requires the mapping between the workspace of the
haptic device and that of the robot, i.e. the mapping between the movements
of the Haptic Interface Point (HIP) and those of the robot Tool Center Point
(TCP). The mapping used is based on the procedure proposed by the authors
in [23] and summarize below, that uses the camera that feeds back the video
from the scene as a common point between the local and the remote sites, as
shown in Fig. 3a. This procedure maps the workspace of the haptic device (WH ,
with reference frame H) into that of the robot (WW , with reference frame W) to
obtain the virtual haptic workspace (WvH, with reference frame vH), following
two guidelines: a) the orientation of vH is the same as that of the camera used
to feed back the video (Fig. 3b), and b) the origin of the HIP within vH, called
vHIP, is made coincident with that of the TCP (Fig. 3c).

The location of the HIP with respect to H, i.e. the transform THIP

H
, is continu-

ally read from the haptic device, and the transform T vHIP

vH
is made coincident with

it or modified by a simple scale factor. Then, during the teleoperation activity
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Fig. 3: Bilateral teloperation framework equipped with an industrial Stäubli
TX90 robot, a Phantom haptic device and three cameras: a) Physical devices
and video feed-back; b) Model of the remote site showing the virtual haptic
workspace aligned with camera i; c) Virtual coupling attained by making the
origins of frames vHIP and TCP coincident. Figures reproduced from [23].

the location of the TCP with respect to W is obtained as (Fig. 3c):

TTCP

W = T vH

W · T vHIP

vH · TTCP

vHIP , (1)

where the transforms T vH

W
and TTCP

vHIP
are fixed and set at the synchronization

instants as:

TTCP

vHIP =

(

RTCP

vHIP
0

0 1

)

RTCP

vHIP = (RvHIP

vH )−1 · (RCi

W)−1 · RTCP

W

T vH

W
= TTCP

W · (TTCP

vHIP
)−1 · (T vHIP

vH
)−1 (2)

Re-synchronization is done by pressing the clutch button on the haptic device
stylus each time the user reaches the limits of the haptic workspace or when
he/she wants to change the camera used.

2.3 Assisted teleoperation procedure

Teleoperation assistance is introduced in the teleoperation framework by the
modules shown as red blocs in Fig. 2. The Path Following Module allows the
generation of forces for the haptic device (FvH

g ) that suggest the following of a
collision-free path, and its connection with the Inverse Kinematic Module per-
mits a robust and smooth configuration change, when necessary. When the robot
is detached from the haptic device, the Resynchronization Module is used to gen-
erate forces to assist the re-synchronization. The Reactive Module in the remote
site is used to increase the damping gain if potential collisions are detected.

The proposed teleoperation assistance is based on the assumption that the
task to be teleoperated is known (i.e. the initial and goal configurations, qs and
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Algorithm 1 Assisted teleoperation procedure

Require:

qs,qg: Start and goal configurations
δ: Step size of the sampling-based planner

Pq = Path Planner(qs,qg, δ)
Px = FK(Pq)
while teleoperation do

xi = MapHaptic()
if clutch then

FvH = Re-synchronization(xi)
else

qr = SubscribeRobotConfig()
FW

g = ComputeForce(xi)
FvH

g = ChangeFrame(FW

g )
qi = IK filtered(xi)
[FvH

c ,qc] = Control(qi,qr)
PublishRobotCommand(qc)
FvH = FvH

g + FvH

c

end if

Apply FvH to the haptic device
end while

the qg respectively, as well as the model of the robot and of the workspace). Then,
the teleoperation assistance is designed based on the availability of a collision-free
path computed by a sampling-based planner (Probabilistic RoadMap – PRM)
on the configuration space of the robot (C), connecting qs and qg:

– Let Pq be such a path: Pq = {qs,q1,q2, . . . ,qg} ∈ C, where qi are the
configurations that have been collision-checked to validate the edges of the
path, i.e. qj and qj+1 are close configurations separated a suficient small dis-
tance ǫ (i.e. no collision is assumed possible between two free configurations
ǫ apart). The path Pq is piecewise linear, and when two consecutive configu-
rations in Pq correspond to different kinematic configurations, then a linear
interpolation is done and the resulting intermediate (singular) configuration,
is added to Pq.

– Let Px = {xs,x1,x2, . . . ,xg} ∈ SE3 be the path followed by the robot TCP
corresponding to Pq, computed by the forward kinematics of the robot, i.e.
xj is the position and orientation of the TCP when the robot is at qj . Since
the configurations of the path are very close to each other, the path Px can
also be assumed to be piecewise linear, and each segment of the path xjxj+1

is labeled with the kinematic configuration of qj .

Algorithm 1 sketches the cycle of the proposed assistance-based teleoperation
procedure. It first computes the paths Pq and Px and then the teleoperation
loop starts. The algorithm uses the following functions:
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– Path Planner(qs,qg, δ): Returns a collision-free path Pq from qs to qg using
a step size δ.

– FK(Pq): Uses the forward kinematics of the robot to obtain the path Px

from Pq.
– MapHaptic: Uses Eq. (1) to compute the robot TCP, as detailed in Sec-
tion 2.2.

– Re-sychronization(xi): Uses Eq. (2) to set a new mapping between workspaces
and returns the guiding forces generated to suggest the user the best place
to re-synchronize, as introduced in Section 3.1.

– SubscribeRobotConfig: Receives the robot configuration (qr) from the re-
mote site.

– ComputeForce(xi): Computes the guiding force to be applied at xi to follow
a collision-free path, as introduced in Section 3.2.

– ChangeFrame(FW

g ): Transforms FW

g from the robot frame to the vH frame.
– IK filtered(xi): Computes the robot command qi from xi using the inverse
kinematics and a robust crossing of singular configurations, as introduced in
Section 3.3.

– Control(xi,qr): Runs the bilateral control algorithm.
– PublishRobotCommand(qc): Sends the command to the robot at the remote
site.

This teleoperation cycle can recomence at user’s will, i.e. a new path from
the configuration where the robot may be can be queried at any time and used
to assist the teleoperation form there.

3 Teleoperation Aids

This section describes the four aids proposed, that have been incorporated to
the basic bilateral teleoperation framework. The focus is set at the generation
of forces; the description of the planner is out of the scope of the present paper.

3.1 Re-synchronization aid

Since the haptic device workspace is usually much smaller than that of the
robot, the mapping between workspaces needs to be continually updated. At
user requirement (e.g. by pressing the button located at the stylus of the haptic
device), the robot is detached from the haptic device. Let HIPcurr be the position
of the HIP at this instant of time. Then, the Re-synchronization function used
in Algorithm 1:

1. Computes the new position of the HIP (called HIPnew) from where the tele-
operation can resume and proceed for as long as possible. This is done by
computing the largest bounding box that satisfies that it contains the cur-
rent position of the vHIP and as much points of the path Px as possible, and
that fits within the virtual haptic workspace. Then WvH is placed such that
the bounding box is centered in it, and the corresponding new HIP position
is computed (HIPnew).
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2. Haptically guides the user from HIPcurr to HIPnew , i.e. generates forces along
the direction defined by the position vector of T :

T =
[

THIPcurr

H

]−1

THIPnew

H
(3)

The re-synchronization aid is implemented in the Re-synchronization Module
shown in Fig. 2. Finer details of the procedure can be found in [23].

3.2 Guiding of collision-free paths

The guiding aid has been conceived to fulfill the following requirements:

– No force and torque are to be simultaneously feed back to the user. The
user must have the chance to select which kind of feedback to receive, either
forces or torques, and hence be prepared to respond accordingly.

– The forces/torques fed back must guide the user toward the path, disap-
pearing within a dead-zone around it (i.e. by giving up to the suggestions
felt, the haptic device has to be correctly positioned/oriented on the path).
Optionally, when the user is in the dead zone or near it, he/she must have
the chance to select weather to receive or not a pushing force to indicate the
sense of the path.

The following nomenclature needs to be defined. Let:

– x =

(

R p

0 1

)

describe the configuration (position and orientation) of the

TCP, xi be the current one and xd the configuration on the path closest to
xi.

– dt be the vector dt = pd − pi and (dr, θr) the axis-angle representation of
R−1

i Rd.
– dt be the translational distance between xi and xd, i.e. dt = |dt|, and dr the
rotational one defined as dr = θr.

– xk and xk+1 be the nodes of Px such that xd lies between them, and s be
the vector s = pk+1 − pk.

– ǫtn and ǫrn be, respectively, translational and rotational distance thresholds,
with n = {1, 2, 3}.

Then, the ComputeForce(xi) function used in Algorithm 1 computes a
generalized guiding force FW

g = (fWg , τWg )T from two components Fm and Fp such
that:

– Fm = (fm, τm)T attracts the TCP to the path. Force and torque are sepa-
rately fed back provided that the distances dt and dr lie above given thresh-
olds.

– Fp = (fp, 0)
T pushes along s towards the next node in the path. This gen-

eralized force is generated if dt lies below a given threshold and the user
requests it.
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The expressions of fWg and τWg are:

f
W

g =







fp · A dt < ǫt1
fm + fp ·A ǫt1 < dt < ǫt2
fm dt > ǫt2

τ
W

g =

{

0 dr < ǫr1
τm dr > ǫr1

fm =
dt

|dt|
min (Fmax, Fmax

dt − ǫt1
ǫt3 − ǫt1

)

τm =
dr

|dr|
min (τmax, τmax

dr − ǫr1
ǫr3 − ǫr1

)

fp = Constant force along s

A = 1/0 (Enable/Disable active force)

Fmax = Max. force exerted by the device

τmax = Max. torque exerted by the device

In order to apply the guided force to the teleoperator using the haptic device,
the generalized force FW

g is mapped to the frame vH, by applying the virtual work

principle. This is done by the ChangeFrame(FW

g ) function in Algorithm 1:

FvH

g =

[

fvHg
τ vHg

]

=

[

RW

vH
0

0 RW

vH

]

·

[

fWg
τWg

]

(4)

The guiding aid is implemented in the Path Following Module shown in Fig. 2.

3.3 Aid to change the kinematic configuration

The IK filtered function in Algorithm 1 computes the set point qi for the
control algorithm, from the input xi set by the user with the haptic device, using
the inverse kinematics solution closer to the guided path. The function includes a
robust and smooth crossing of points where the kinematic configuration changes.
This is done by modifying the configuration commanded with a saturation that
produces a funnel effect that enforces the crossing of the singular configuration
in the desired way, i.e. following the solution path.

Let Fig. 4 illustrate the nomenclature required to describe the procedure:

q0: is a configuration where the kinematic configuration changes.
qp,qn: are, with respect to q0, the previous and the next configurations in the

path, respectively.
up/n: are the unitary vectors with origin at q0 and pointing towards qp and qn,

respectively.
uj: is the unitary vector of the jth coordinate of the configuration space (that

which corresponds to the jth joint).
qi: is the robot configuration corresponding to the user position xi. It is com-

puted from xi using the inverse kinematics and choosing the kinematic con-
figuration of the segment of the path to which xd (the point on the path
closest to xi) belongs to.

vi: is the vector from q0 to qi.
Hρ: is the hyper-ball of radius ρ centered at q0, it bounds the region where the

funnel effect is felt.
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upj/nj
: are the unitary vectors defined as:

upj
= sign(up · uj)uj ∀j ∈ 1, . . . , d

unj
= sign(un · uj)uj ∀j ∈ 1, . . . , d (5)

RP/N : are the regions inside Hρ that are defined by the positive linear combi-
nation of the vectors upj

∀j ∈ 1, . . . , d and unj
∀j ∈ 1, . . . , d, respectively.

q1

q2

Guiding path

up1

up2

un1

un2

ρ

qi

up

un

qp

qn

q
0

Hρ

vi

Rp Rn

u2

u1

Fig. 4: Zones defined to correctly change the kinematic configuration in the 2
d.o.f. example of an RR robot shown.

The aid is automatically activated when the configuration qi lies within re-
gion Hρ, modifying its value so as to make it lie within RP ∪RN , i.e. the coor-
dinates of qi are modified according to:

qij =

{

q0j + vij if vi · upj
> 0 or vi · unj

> 0

q0j otherwise
(6)

Fig. 5 shows an example where the guiding path crosses a point where the kine-
matic configuration changes, due to a change in the sign of q2. The use of the pro-
posed aid is as follows. Let the guiding path bePq={qA,qB ,qC ,qD,qE}∈C and
Px be the corresponding path in SE3. Let also {xa,xb,xc1 ,xc2 ,xd,xe} ∈ SE3 be
the path commanded by the user with the haptic device and {qa,qb,qc1 ,qc2 ,qd,qe}
the path in C computed using the same inverse kinematic solution as the corre-
sponding closest point in Px. Configurations qa, qb, qd and qe already belong
to either RP or RN and are therefore kept unchanged. However, qc1 and qc2 are
first mapped, using Eq. (6), to q′

c1 and q′
c2 respectively, i.e. the path commanded

to the robot is {qa,qb,q
′
c1 ,q

′
c2 ,qd,qe}. Therefore, the robot crosses the critical

point as specified by the guiding path.
This aid is implemented in the Inverse Kinematic Module shown in Fig. 2.
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Path guided to the user: qA,qB ,qC ,qD,qE

q1,q2,q3,q4,q5,q6
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4

Fig. 5: Guiding, commanded and executed paths both in configuration space
(left) and physical space (right).

3.4 Reactive System

The proposed assistance is completed with the Reactive Module in the remote
site, as shown in Fig. 2. This module is designed to regulate the remote damping
of the control system, as a function of the potential collisions with the environ-
ment.

As demonstrated in [24], the use of the P+d controller guarantees that
the velocities and the position error are bounded, provided that the control
gains (the proportional and the damping gains at the local and the remote site,
Kl, Bl,Kr, Br > 0), are set according to:

4BlBr > (∗Tl +
∗Tr)

2KlKr, (7)

assuming passive the human operator and the environment, and variable time-
delays with known upper bounds (Ti(t) ≤

∗Ti < ∞) and with time derivatives
that do not vary faster than time itself (|Ṫi(t)| < 1).

According to Eq. (7), assuming the local damping Bl and the gains Kl and
Kr have a fixed value, the control scheme will be stable if the damping Br is
above a lower bound, Bmin

r :

Bmin
r =

(∗Tl +
∗Tr)

2KlKr

4Bl
(8)

An increase of Br above Bmin
r will slow down the teleoperation, i.e. the user

will feel an increased difficulty in moving the robot, and the system will remain
stable.

The Reactive Module has information of the obstacles of the environment,
and therefore can compute the distance d between them and the robot, and make
the value of Br to decrease with d:



14

q
1

q
2

q
3

q
4

(a) Without configura-
tion change

q
4

q
3

q
2

q
1

(b) With configuration change

Fig. 6: Two instances of a 2D problem where the task to be teleoperated requires
or not a configuration change in order to avoid the black obstacle.

Br =











Bmax
r d < dth

Bmax
r +

Bmin
r −Bmax

r

dcov−dth
(d− dth) dth < d < dcov

Bmin
r d > dcov

(9)

Where dth is a fixed minimum allowable distance to the obstacles, Bmax
r > Bmin

r

the highest damping value set to slow down the motions as much as possible
when the distance threshold dth is exceeded, and dcov the distance from where
the effect of the obstacles disappears.

This proposal does not generate repulsive forces, and hence does not interfere
with the guiding, while generating a reactive behaviour in front of potential
collisions.

4 Evaluation

In order to test the performance of the guiding system, two scenarios have been
defined with two tasks to be performed in each one, one requiring a configuration
change and another not requiring it. The first scenario involves a RR 2 link
planar robot (Fig. 6), and the second one the industrial robot Stäubli TX90
(Figs. 1), that has been used both in simulation and in real experiments. All the
tasks have been teleoperated with and without using the guiding aid. To ease
the visualization of results, the guiding aid has been restricted to force feedback
(i.e. the torque feedback is disabled). The threshold values used for 2D task are
ǫt1 = 1, ǫt2 = 5, ǫt3 = 10 and ρ = 5 and for the 3D task are ǫt1 = 5, ǫt2 = 30,
ǫt3 = 50 and ρ = 30 (all values are in mm.).

Fig. 7a shows the data acquired while teleoperating the task in Fig. 6a. It
can be appreciated that the path followed with the guiding aid is smoother
and executed a 27% faster. This figure also shows with green arrows how the
generated forces drive the user to follow the guiding path. Fig. 8 illustrates for
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Fig. 7: Guided and executed paths in Cartesian space, with and without aid, for
the examples of Fig. 6 and 1. The guiding forces that drive the user to follow
the guided path are shown with green arrows.
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Fig. 8: Values of Br computed by Eq. (9) on the configuration space correspond-
ing to the task shown in Fig. 6a. The guided path is shown in black.

this example the values of Br computed using Bmax
r = 100, Bmin

r = 10, dth = 2
and dcov = 50.

Fig. 7b shows the data acquired while teleoperating the task in Fig. 6b. In
this case the task cannot be completed without guiding because it requires a
change in the kinematic configuration. Using the guiding aid the task is easily
completed, i.e. the user is able to change the configuration of the robot by simply
passing near to the singular point, because the system aids to cross it correctly.

The 3D problem with the TX90 Staübli robot is more complex to command
because the user has also to handle the orientation of the TCP, which is difficult
and requires some training. Fig. 7c shows the data acquired while teleoperating
the task in Fig. 1. In this case the task cannot be completed without guiding
because a change in the kinematic configuration is also required.

5 Conclusions

The execution of teleoperated task with robots can be improved with guiding
systems in order to aid the user to increase not only the velocity but also the
safety. Within a bilateral teleoperation framework where an industrial robot is
teleoperated by a desktop haptic device, a guiding system has been proposed
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based on a previously planned path and on the generation of forces to lead the
user towards the path and to move along it. The guiding forces fed back are
soft, i.e. the user is by no means restricted to move exactly along the path, and
moreover any new path from the configuration where the robot may be can be
queried at any time.

Also, the assistance proposed helps in the crossing of singularities often re-
quired during the execution of the task, which could not be done otherwise
because the teleoperation is carried out at the cartesian level.

The bilateral teleoperation used is based on a proportional plus damping
control approach that guarantees stability besides variable time delays, provided
the coefficients satisfy a given condition. The assisted teleoperation framework
proposed uses the damping factor at the remote site as a safety factor in front
of possible collisions, i.e. teleoperation is slowed down by increasing this factor
(above the minimum value that satisfies stability) when potential collisions with
static or dynamic obstacles can occur. This reactive behavior does not interfere
with the guiding.

The proposal has been validated with several users, showing that the assis-
tance provided effectively increases the velocity and safety of the task executions,
and eases the teleoperation burden.
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1. Basañez, L., Suárez, R.: Teleoperation. In Nof, S., ed.: Springer Handbook of
Automation. Springer (2009) 449–4685

2. Conti, F., Khatib, O.: Spanning large workspaces using small haptic devices. In:
Proc. of the First Joint Eurohaptics Conference and Symposium on Haptic Inter-
faces for Virtual Environment and Teleoperator Systems. (2005) 183 – 188

3. Azorin, J.M., J. M. Sabater, Paya, L., Garcia, N.: Kinematics correspondence &
scaling issues in virtual telerobotics systems. In: Proc. of the World Automation
Congress. (2004) 383 – 388

4. Peer, A., Stanczyk, B., Buss, M.: Haptic Telemanipulation with Dissimilar Kine-
matics. In: Proc. of the IEEE/RSJ Int. Conf. on Intelligent Robots and Systems.
(2005) 3493 – 3498

5. Brooks, T., Ince, I.: Operator vision aids for telerobotic assembly and servicing in
space. In: Proc. of the IEEE Int. Conf. on Robotics and Automation. Volume 1.
(1992) 886 – 891
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